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Group Interactions are EVERYWHERE
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Group Interactions → Hypergraph
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Node Labels are Edge-Dependent
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Node Labels are Edge-Dependent
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Node Labels are Edge-Dependent
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Roadmap
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1. Introduction 

2. Problem Formulation <<

3. WHATsNET: Proposed Approach

4. Evaluation

5. Conclusions



Given

Aim to accurately predict the unknown edge-dependent node labels in ℰ\ℰ′:

𝑦𝑣,𝑒 , ∀𝑣 ∈ 𝑒, ∀𝑒 ∈ ℰ\ℰ′

Problem Formulation
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Edge-Dependent Node Classification

• A hypergraph 𝒢 = 𝒱, ℰ : a node set 𝒱 and a hyperedge set ℰ

• A set of edge-dependent node labels in ℰ′ ⊂ ℰ ∶

𝑦𝑣,𝑒 , ∀𝑣 ∈ 𝑒 , ∀𝑒 ∈ ℰ′

• (Optionally) a node feature matrix 𝑋



Edge-Dependent Node Classification
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Edge-Dependent Node Classification
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Edge-Dependent Node Classification
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Roadmap
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Proposed Model: WHATsNET
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WithInATT: Attention to Other Nodes within Hyperedges
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WithInATT: Attention to Other Nodes within Hyperedges
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WithinOrderPE: Using Centrality for Positional Encoding
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WithinOrderPE: Using Centrality for Positional Encoding
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Centrality 
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Node 𝒗𝟑 3 0.5 0.15
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⋮ ⋮ ⋮ ⋮
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WHATsNET: Our Final Model
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WHATsNET: Our Final Model
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WHATsNET: Our Final Model
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WHATsNET: Our Final Model

KDD 2023 Classification of Edge-dependent Labels of Nodes in Hypergraphs 21

Classifier) Edge-dependent node labels are predicted using the concatenation of 
node and hyperedge embeddings from the last layer of WHATsNET
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Roadmap
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1. Introduction 

2. Problem Formulation

3. WHATsNET: Proposed Approach

4. Evaluation <<

5. Conclusions



Experiment Setting
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• Six real-world datasets from three domains
▪ Co-Authorship, Email, and Online Q&A Platform

• Eight baseline approaches of hypergraph neural networks
▪ HNHN, HGNN, HCHA, HAT, UniGCNII, HNN, HST, and AST

• Three applications where edge-dependent node labels are useful
▪ Ranking Aggregation, Clustering, and Product Return Prediction

Co-Authorship Q&A PlatformEmail



Q1. Edge-Dependent Node Classification 
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Q1.  Does WHATsNet accurately predict the edge-dependent labels of nodes? 

A1. WHATsNET consistently outperforms 10 competitors in classifying 

edge-dependent labels of nodes across all 6 datasets!

Results of Edge-Dependent Node Classification



Q2. Node Label Distribution Preservation 
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Q2.  Does WHATsNet classify the same node differently depending on hyperedges? 

To assess this, we examine Node-Level Label Distribution 

= How many times each node has each label
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𝒆𝟏 𝒆𝟐 𝒆𝟑 𝒆𝟒

Label of 𝒗 0 1 2 1
0 1 2

Label Label
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0 1 2

Measure Distance
(Jensen-Shannon divergence)



Q2. Node Label Distribution Preservation 
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Q2.  Does WHATsNet classify the same node differently depending on hyperedges? 

A2.  WHATsNet preserves well the ground-truth node-level label distributions 

because it shows the smallest distance between ground-truth and predicted node l
abel distribution

Jensen-Shannon divergence (JSD) between Ground-trugh and Predicted Node Label Distributions



Q3. Ablation Study of WHATsNet
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Q3.  Does each component make a meaningful contribution to the performance?

A3-(a). Importance of WithinATT 

WHATsNet consistently outperforms 

the variant without WithinATT. 

A3-(b). Improvement by WithinOrderPE 

WHATsNet also performs better than 

the variant without WithinOrderPE 

<
(a)

<
(b)



Q4. Usefulness in Downstream Tasks 
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Q4.  How can we apply WHATsNet to real-world downstream tasks?  

Does WHATsNet show usefulness in these tasks? 

A4. In three downstream tasks, we compare the performance of the tasks using

(a) ground-truth edge-dependent node labels, (b) labels predicted by WHATs-

NET,  (c) No labels



Q4. Usefulness in Downstream Tasks 
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Level ? ? ? ? ?

TASK: Predict!

Q4.  How can we apply WHATsNet to real-world downstream tasks?  

Does WHATsNet show usefulness in these tasks? 

A4. Ranking Aggregation Task:
P1 P2       P3        P4        P5

Match A 3 2 5

Match B 1 5 4 5

Match C 3 2

Player
(Node) 

Match B

Match A
(Hyperedge)

3

5

4

P1

P2

P3
P4

P5

5 3

1

5 2

2 P1 P2       P3        P4        P5Score
(Edge-dependent label)

Given 
edge-dependent

labels by
(a), (b), or (c)

Match C



Q4. Usefulness in Downstream Tasks 

KDD 2023 Classification of Edge-dependent Labels of Nodes in Hypergraphs 30

TASK: Cluster publications with the same venue!

Q4.  How can we apply WHATsNet to real-world downstream tasks?  

Does WHATsNet show usefulness in these tasks? 

A4. Clustering:
A1       A2 A3 A4 A5

Publication A F O L

Publication B L O O F O

Publication C F O L

Author
(Node) 

Publication B

Publication C

Publication A
(Hyperedge)

F
O

F

A1 A2

A3
A4

A5

O F
L

O L

LOrder of Author
(Edge-dependent label)

Given 
edge-dependent

labels by
(a), (b), or (c)

O
O



Q4. Usefulness in Downstream Tasks 
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TASK: Predict the likelihood of products being 
returned  for each cart!

Q4.  How can we apply WHATsNet to real-world downstream tasks?  

Does WHATsNet show usefulness in these tasks? 

A4. Product Return Prediction:
C1 C2 C3 C4 C5

Item A 3 1 2

Item B 1 3 1 2 3

Item C 3 2

Cart
(Node) 

Item B

Item A
(Hyperedge)

3

1

2

C1

C2

C3 C4

C5

3 3

1

3 2

2

Given 
edge-dependent

labels by
(a), (b), or (c)

Item C

Count of Item in the Cart
(Edge-dependent label)



Q4. Usefulness in Downstream Tasks 
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Q4.  How can we apply WHATsNet to real-world downstream tasks?  

Does WHATsNet show usefulness in these tasks? 

A4. Utilization of edge-dependent node labels predicted by WHATsNet

consistently leads to performance improvements compared to the results 

obtained without labels.



Roadmap
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1. Introduction 

2. Problem Formulation

3. WHATsNET: Proposed Approach

4. Evaluation

5. Conclusions <<



• Our contributions are summarized as follows:

✓New Problem: Formulate the edge-dependent node classification problem

✓ Effective Model: Propose WHATsNET with WithInATT and WithinOrderPE

✓ Extensive Experiment: Show the superiority of WHATsNET over 10 competitors

Code & Dataset: https://github.com/young917/EdgeDependentNodeLabel

Conclusion
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https://github.com/young917/EdgeDependentNodeLabel
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