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TimeCP: Contextualize & Predict

 Summary We utilize large language models (LLMs) for  We present TimeCP, our preliminary method for time series event
time series event prediction focusing on three key purposes: prediction by introducing two LLM agents:
(1) Contextualization, (2) Augmentation, and (3) Prediction. — (1) AN 94 EL P4 generates a textual summary of input time series;

- (2) NI predicts future events based on the summary.

e Method We introduce TimeCAP, an effective framework for time — , . .
: . . — Contextual insights beyond raw time series data are incorporated.
series event prediction using LLMs agents through three key steps: N

— Contextualize time series data into a textual summary; A
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— Augment raw time series data and prompts; ~ d'Ct 1 O;
— Predict the outcome of future events. " = LLM Agent S e
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* Experiments TimeCAP demonstrates outstanding performance with: % § LM Agent = Text Summary I o2 ' . l
— Accurate: Achieves up to 28.75% 1 F1 score over SOTA methods; n Contextualize 1 o N N S N S N
— Effective: Employs LLMs beyond their typical roles as predictors; _ _ » NY SF HS SP NK MT TP
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— Interpretable: Provides clear rationales behind its predictions. B Prev. BTime
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* Real-world time series data often involves contextual information. TimeCAP: Contextualize, Augment, and Predict
— e.g. 1, Hourly temperature is associated with geographical factors.
— e.g. 2, Daily stock prices are affected by market trends.

— Contextual insights beyond raw time series data are crucial.

Time Series Event Prediction

* We present TimeCAP, our advanced version of our framework.
— |t employs a multi-modal encoder that synergizes with LLM agents.
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 Time series event prediction is crucial in various applications. T Input Patching [LlVl (e.g., BERT)]
— Input: Time series data; _ _ t
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— OQutput: Predicted outcome of the future events.

— Goal: To provide accurate and interpretable predictions. . _
— Input augmentation: The textual summaries generated by the LLM

<.  Will it rain tomorrow? agent provide contextual insights to the multi-modal encoder.
Wil the # of infected people increase in the next season? ||~ Promptaugmentation: The multi-modal encoder learns enhanced

input representations to retrieve highly relevant in-context examples.

Will the stock price increase tomorrow?
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Experimental Results

LLMs as Time Series Predictors « Accuracy TimeCAP outperforms its competitors (e.g., PatchTST,
o _ GPTATS) under various training ratios.
* Large language models (LLMs) exhibit following strengths: g .
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— Sophisticated reasoning and pattern recognition capabilities; B Timecap | Sos m 2 :
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» Effectiveness Three key steps of TimeCAP are effective.  Healthcare
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 Asaresult, LLMs have been used for time series analysis. Lo —
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— Approach 1: Prompt LLMs with time series data. L 0.8 0TEN L
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e prh | e rr Tttt NNNNIe Interpretability TimeCAP provides implicit and explicit interpretations.
"631, 656, 650, ..., 487, 485, 487" ::4?9’ o 364: Text Summary (June 26, 2017)
492; ..., 499, 501 1\ 1\ 1\ 1\ 1\ T 1\ rTl Tl 1\1 1\1\ Over the past 24 hours, New York City has experienced a gradual decrease in temperature followed by a moderate increase, indicating a typical diurnal
T _— ¢ Pre-trained LLM PatCh variation with cooler conditions overnight and warmer conditions during the day. Humidity levels showed a general upward trend throughout the night,
reaching a peak before starting to decrease, which could be indicative of a passing weather front. Air pressure remained relatively stable with only slight
(Text Embedder) \ Reprogram J fluctuat?on: suggesting a steadgy state of the atmosphere without any significaitweagther systems movingpin or out of the area. Wind sb;rneeds varied, wit};; sogne
1\ T T 1\ 1\ T 1\ T calmer periods and occasional gusts, but no sustained high winds were observed, which would have been notewo‘rthy for \.Neat'her impacts. Wi‘nd direction
<input context> <instruction> ‘/\‘-/'W,\VA\ shifts were not consistent, indicating the presence of variable winds rather than a dominant weather pattern influencing the direction over the period.
Explicit Interpretation (September 41", 2014)
Prom pt LLMS W|th T|me Se ries Fine_tune LLMS using T|me Se ries Over the past 24 hours.in New York City, te‘mperature:s. have experienced a notable.increase,.indicati\fe of a warming t‘rend‘th:?’f peaked in.the late afternoon
. before gradually declining toward the evening. Humidity levels have shown fluctuations, starting relatively low, increasing significantly during the early hours,
(e_g_’ LLMT| me; Neu rI PS'23) (e_g_’ T| meLLM’ |CLR’24) and then decreasing during the day, which could be associated with a front passing through the area. Air pressure remained relatively stable throughout the
period, with only slight variations, suggesting a period of settled weather. Wind speeds varied modestly, with calmer conditions prevailing for most of the day
before a slight increase later on, while wind direction shifted from primarily westerly to more variable, including southerly and easterly directions, which may
o . “ . . influence the transport of air masses and possibly lead to changes in weather patterns. ‘. Input Data @ Retrieved Data ‘
e Existing approaches have focused on using LLMs as “predictors. \ﬁ o m AP W
— LLMSs’ contextual understanding capabilities are not fully utilized. of | . “,-“""‘"'A"‘- £ E}{&aﬁgz; Gtﬁ gfoo) LSV
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