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Summary

• Analyses We thoroughly examine the mechanisms of LightGCN: 
(1) scaling embeddings, (2) aggregating neighbors, and 
(3) pooling embeddings across layers.

• Observations We observe that LightGCN suffers from inflexibility
and inconsistency when applied to real-world data.

• A Remedy We introduce LightGCN++, a remarkably simple remedy 
yet powerful that addresses the identified limitations of LightGCN.

‒ Flexible norm scaling and neighbor weighting
‒ Adjustable layer-wise embedding pooling

• Experiments LightGCN++ mitigates LightGCN’s limitations and 
significantly improves the recommendation performance.

‒ Accurate: Up to 17.81%↑ NDCG@20 compared to LightGCN
‒ Versatile: Improves the performance in various domains
‒ Fast & Scalable: Only 0.08% - 5.29% slower; Same space complexity

Primary Observation

• We observe a near-linear relationship between the norms of the 
unscaled aggregated neighbor embeddings and the number of 
neighbors, for all layers 𝑘 ≥ 0.

Background: LightGCN

• LightGCN (He, Xiangnan, et al; SIGIR 2020) is one of the most 
successful and widely used GNN-based recommendation models.

• Aggregation LightGCN adopts simple neighbor aggregation by 
removing feature transformation and non-linear activations.

e𝑖
(𝑘+1)

= 

𝑢∈𝒩𝑖

1

𝒩𝑖 𝒩𝑢

e𝑢
(𝑘)

• Pooling The intermediate embeddings from each layer are combined 
to construct the final user/item embeddings.
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Observations on LightGCN

Experimental Results

Analyses of LightGCN

• Dual Effects of Normalization The aggregation rule of LightGCN can 
be written as follows:
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• The left term scales the norm of the aggregated embedding.
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• The right term explicitly determines the “influence” of each neighbor. 
‒ The norm of the neighbor embedding implicitly affects the influence.
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‒ Essentially, the effective weight of the neighbor accurately describes 
the actual weight of the neighbor.

• Q1. How does LightGCN scale embedding norms?

‒ Inflexibility in norm scaling at 𝑘 ≥ 1.
‒ Inconsistency in norm scaling between embeddings at 𝑘 = 0 & 𝑘 ≥ 1.

• Q2. How does LightGCN aggregate neighbors?

‒ Since e𝑖
(𝑘)

∝ 𝒩𝑖 for 𝑘 ≥ 1, the effective weight 

tends to be uniform across neighbors:

‒ Inflexibility in neighbor weighting at 𝑘 ≥ 1.

• Q3. How does LightGCN pool embeddings?
‒ Despite the inconsistent norm scaling at 𝑘 = 0 and 𝑘 ≥ 1, LightGCN

applies identical weights to embeddings across layers. 

• Accuracy LightGCN++ consistently outperforms LightGCN.
‒ Furthermore, SOTA methods enhanced with LightGCN++ outperform 

their counterparts with LightGCN.

• Versatility LightGCN++ enhances the accuracy across various domains.

• Effectiveness Optimal 𝛼, 𝛽, and 𝛾 depend on the dataset.

• Speed LightGCN++ is marginally
slower than LightGCN.
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Proposed Remedy: LightGCN++

• LightGCN++ addresses the inflexibility and inconsistency of LightGCN.

• Aggregation LightGCN++ introduces hyperparameters 𝜶 & 𝜷:

‒ Τ1 𝒩𝑖
𝛼 offers flexibility in norm scaling. 

‒ Τ1 𝒩𝑢
𝛽 (= effective weight) offers flexibility in neighbor weighting. 

• Pooling LightGCN++ introduces a hyperparameter 𝜸:

‒ 𝛾 enables adaptive weighting between embeddings with inconsistent 
norm scaling properties.
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