
• [RQ2] Effectiveness 

− Ablation study shows that all KGMEL components are effective.
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Summary

Background: MEL (Multimodal Entity Linking)  

Data Analysis: Triples in Knowledge Base
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Proposed Method: KGMEL

Experimental Results

• [RQ1] Accuracy

− KGMEL achieves SOTA performance across all three benchmarks. 
− KGMEL outperforms the best competitor by up to 19.13% in terms of H@1.

• [Stage 1] Triple Generation of Mentions

− Use VLMs to generate structured triples from mention's text and image. 

• [Stage 2] Candidate Entity Retrieval

− Encoding: Obtain embeddings of text, image, and triples.

− Fusion: Combine embeddings using gated fusion mechanism.

− Learning Objective: Train with three contrastive learning losses. 

• [Stage 3] Entity Reranking 

− Triple Filtering:   Filter entity triples to retain only those related to 

mention triples, allowing LLMs to focus on the most relevant information.

− Zero-Shot Reranking: Use LLMs to identify best matching entity.

• [Observation 1] Abundance of KG triples

− Entities are typically associated with numerous structured KG triples that 

are often semantically richer than concise textual descriptions. 

• [Observation 2] Triples as semantic bridges

− KG triples provide contextual information that helps 

disambiguate between entities that look similar in text or image.

• MEL aims at aligning mentions with their corresponding entities in a 

knowledge base using both visual and textual information from mentions.

• Key Observations: KG triples show significant potential for MEL. 

− O1. Abundance of KG triples: Entities are usually associated with lots of 

KG triples, often richer than their text descriptions.

− O2. Triples as semantic bridges: Triples help disambiguate between 

entities, that are otherwise indistinguishable from text and image alone. 

• Challenges 

− C1. Structured KG data is provided for entities, but not for mentions. 

− C2. Too many irrelevant KG triples: Only a few are useful for linking.

• Proposed Method: KGMEL  

− A novel three-stage generate-retrieve-rerank framework.

− Effectively leverages KG triples to enhance MEL.  

• Experiments: KGMEL achieves SOTA performance across all benchmarks, 

outperforming the best competitor by up to 19.13% in terms of H@1.

• Task: Identify the ground-truth entity 𝑒𝑚 ∈ ℇ  that best matches mention 𝑚. 

− Entity: Given  a set of entities ℇ, each entity  𝑒 ∈ ℇ is represented as textual 

information 𝑡𝑒, visual information 𝑣𝑒, and KG triples 𝒯𝑒.

− Mention: A mention 𝑚  is represented as textual information 𝑡𝑚 and 

visual information 𝑣𝑚.

• [RQ3] Case Study 

− KGMEL successfully extracts and leverages relevant triples from textual 
and visual information to identify the correct entity. 

The Lions versus 
the Packers (2007)

Detroit Lions (Q271880)

: N        F           g             …

<sport> - American football

London Lions (Q3314540)

: British professional basketball team 

<sport> - Basketball

GitHub: https://github.com/juyeonnn/KGMEL  

https://github.com/juyeonnn/KGMEL
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