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Abstract
Graph Neural Networks (GNNs) have emerged as effective tools
in recommender systems. Among various GNN models, LightGCN
is distinguished by its simplicity and outstanding performance. Its
efficiency has led to widespread adoption across different domains,
including social, bundle, and multimedia recommendations. In this
paper, we thoroughly examine the mechanisms of LightGCN, focus-
ing on its strategies for scaling embeddings, aggregating neighbors,
and pooling embeddings across layers. Our analysis reveals that,
contrary to expectations based on its design, LightGCN suffers from
inflexibility and inconsistency when applied to real-world data.

We introduce LightGCN++, an enhanced version of LightGCN
designed to address the identified limitations. LightGCN++ incorpo-
rates flexible scaling of embedding norms and neighbor weighting,
along with a tailored approach for pooling layer-wise embeddings
to resolve the identified inconsistencies. Despite its remarkably
simple remedy, extensive experimental results demonstrate that
LightGCN++ significantly outperforms LightGCN, achieving an
improvement of up to 17.81% in terms of NDCG@20. Furthermore,
state-of-the-art models utilizing LightGCN as a backbone for item,
bundle, multimedia, and knowledge-graph-based recommendations
exhibit improved performance when equipped with LightGCN++.

CCS Concepts
• Information systems→ Recommender systems.
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1 Introduction & Related Work
Recommender systems are crucial in web applications, assisting
users navigate the vast amount of available information. They pre-
dict user preferences based on interaction patterns between users
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and items, and recently, their capabilities have been remarkably
enhanced by integrating graph neural networks (GNNs) [11].

Among GNN-based recommender systems, LightGCN [6] stands
out for its effectiveness and efficiency, enhancing recommendation
performance by removing complexities unnecessary for recommen-
dation (spec., feature transformation and nonlinearities). Due to its
high efficacy, LightGCN has been widely adopted across various
recommendation domains (e.g., social [15, 25, 31, 32], bundle (i.e.,
itemset) [4, 9, 18, 23], andmultimedia [10, 22, 34] recommendations).
Furthermore, it has been integrated as a fundamental component
in further enhanced methods [12, 16, 17, 24, 30, 33, 36].

Inspired by the broad applicability of LightGCN, we conduct an
in-depth investigation into its core mechanisms. We thoroughly
examine its strategies for scaling embedding norms, aggregating
neighbors, and pooling embeddings across layers. Our analysis
reveals that, when applied to real-world data, LightGCN exhibits
notable inflexibility and inconsistency in its operations, contrary to
expectations based on their formulation. Specifically, we observe
that rigidity in embedding norms leads to inflexible near-uniform
weighting across neighbors and inconsistent disparities between
layers in LightGCN, which may limit its effectiveness.

Building on these insights, we propose LightGCN++, an en-
hanced version of LightGCN. LightGCN++ offers a simple yet pow-
erful remedy, introducing flexibility in norm scaling and neighbor
weighting along with adjustable layer-wise embedding pooling. By
addressing the identified inflexibility and inconsistency of Light-
GCN, our experimental results show that LightGCN++ enhances
recommendation performance across diverse datasets. Notably, the
versatility of LightGCN++ enables its adoption in diverse state-of-
the-art recommendation models across various domains.

In summary, this paper makes the following contributions:

• Analysis and observation.We thoroughly analyze LightGCN
and uncover unexpected inflexibility and inconsistency which
could potentially limit its effectiveness.

• Remarkably simple yet powerful remedy. We develop Light-
GCN++, which introduces flexible norm scaling, neighbor weight-
ing, and adjustable layer-wise pooling for addressing LightGCN’s
limitations while preserving its inherent strengths.

• Experiments. Extensive experiments demonstrate that Light-
GCN++ mitigates LightGCN’s limitations and significantly im-
proves the recommendation performance.

Code and datasets: https://github.com/geon0325/LightGCNpp.

2 Analysis of LightGCN
In this section, we examine LightGCN [6], which is one of the most
successful and widely used GNN-based recommendation models.
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Figure 1: The norm of the unscaled aggregated embedding
(
∑
𝑢∈N𝑖

|N𝑢 |−0.5e(𝑘 )𝑢 ) tends to be proportional to the number
of neighbors |N𝑖 | for 𝑘 ≥ 0. The symbol 𝜌 represents the
Pearson correlation coefficient. More results are in [13].

2.1 Review: Definition of LightGCN
We first briefly review two main components of LightGCN.
Aggregation. LightGCN adopts simple neighbor aggregation by
removing feature transformation and non-linear activations. Its
aggregation at each 𝑘th layer is as follows:

e(𝑘+1)
𝑖

=
∑︁
𝑢∈N𝑖

1√︁
|N𝑖 | |N𝑢 |

e(𝑘 )𝑢 . (1)

For brevity, we focus on the aggregation rule for item embeddings
(note its symmetry with that for user embeddings). Note that the
symmetric normalization term 1/

√︁
|N𝑢 | |N𝑖 | is used in Eq. (1).

Pooling. After aggregating embeddings through 𝐾 layers, the in-
termediate embeddings from each layer are combined to construct
the final user/item embeddings, which are utilized for making pre-
dictions. Specifically, LightGCN pools embeddings as follows:

e𝑢 =
∑︁𝐾

𝑘=0
𝜔𝑘e

(𝑘 )
𝑢 , where 𝜔𝑘 =

1
𝐾 + 1

, ∀𝑘 ∈ {0, 1, · · · , 𝐾}. (2)

This means that mean pooling (i.e., equal importance for each
layer’s embedding) is used to aggregate the embeddings.

2.2 Basic Analysis: Dual Effects of Normalization
Now, we closely examine neighbor aggregation at each layer. The
aggregation rule for each item 𝑖 in Eq. (1) can be rewritten as:

e(𝑘+1)
𝑖

=
1√︁
|N𝑖 |

∑︁
𝑢∈N𝑖

1√︁
|N𝑢 |

e(𝑘 )𝑢 , (3)

which we divide its normalization term into two components:
1/
√︁
|N𝑖 | (i.e., left term) and 1/

√︁
|N𝑢 | (i.e., right term). Our anal-

ysis reveals their distinct roles.
Role of the left term. The left term, 1/

√︁
|N𝑖 |, plays a role in scal-

ing the norm of the aggregated embedding e(𝑘+1)
𝑖

. The norm of the
embedding is derived as 1√

|N𝑖 |

∑
𝑢∈N𝑖

1√
|N𝑢 |

e(𝑘 )𝑢

, i.e., the norm
of the scaled aggregated embedding is the product of 1/

√︁
|N𝑖 | and

the norm of the unscaled aggregated embedding.
Role of the right term. The right term, 1/

√︁
|N𝑢 |, which is applied

individually to each neighboring user 𝑢 ∈ N𝑖 , determines the “in-
fluence” of each neighbor 𝑢 on 𝑖 . While one might presume that
this explicit term 1/

√︁
|N𝑢 | solely determines the influence of 𝑢, we

argue that such a view overlooks the fact that the norms of user
embeddings (e.g.,

e(𝑘 )𝑢

) may vary across users, which implicitly
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Figure 2: The norm of the unscaled aggregated embedding
(
∑
𝑢∈N𝑖

|N𝑢 |−𝛼e(𝑘 )𝑢 ) tends to be proportional to the number
of neighbors |N𝑖 | for various 𝛼 ’s. The symbol 𝜌 represents a
Pearson correlation coefficient. More results are in [13].

affect the influence. We can rewrite Eq. (3) as follows:

e(𝑘+1)
𝑖

=
1√︁
|N𝑖 |

∑︁
𝑢∈N𝑖

e(𝑘 )𝑢

√︁
|N𝑢 |

e(𝑘 )𝑢e(𝑘 )𝑢

 .
Essentially, the actual influence of each neighbor 𝑢 on 𝑖 is more
accurately described as

e(𝑘 )𝑢

/√︁|N𝑢 |, which we refer to as the
effective weight of a neighbor 𝑢. It accounts for both explicit (i.e.,
1/
√︁
|N𝑢 |) and implicit (i.e.,

e(𝑘 )𝑢

) influences of the neighbor.
2.3 Primary Empirical Observation
When applied to real-world datasets, we observe a near-linear rela-
tionship between the norms of the unscaled aggregated embeddings
and the numbers of neighbors, as shown in Figure 1, i.e., for 𝑘 ≥ 0, ∑︁

𝑢∈N𝑖

1√︁
|N𝑢 |

e(𝑘 )𝑢

 ∝∼ |N𝑖 |, (4)

where ∝∼ denotes a strong positive linear correlation. This property
is further extended to the generalized right term, 1/|N𝑢 |𝛼 . Specifi-
cally,

∑
𝑢∈N𝑖

1
|N𝑢 |𝛼 e

(𝑘 )
𝑢

 ∝∼ |N𝑖 | for various 𝛼 values, as shown in
Figure 2. We theoretically explore the potential rationale behind
these observations in [13].

2.4 In-Depth Analysis of LightGCN
In this deeper analysis, we uncover unexpected inflexibility and
inconsistency in the embedding behavior of LightGCN.
How LightGCN scales embedding norms.Based on our primary
observation (Eq. (4)), we derive the norm of the scaled aggregated
embedding e(𝑘+1)

𝑖
, for any 𝑘 ≥ 0, as follows:e(𝑘+1)𝑖

 = 1√︁
|N𝑖 |

 ∑︁
𝑢∈N𝑖

1√︁
|N𝑢 |

e(𝑘 )𝑢

 ∝∼ 1√︁
|N𝑖 |

|N𝑖 | =
√︁
|N𝑖 |. (5)

This is empirically confirmed in Figure 3 where the embedding
norms

e(𝑘 )
𝑖

 exhibit strong positive linear correlation with
√︁
|N𝑖 |

for 𝑘 ≥ 1. Notably, this property does not hold when 𝑘 = 0, as the
initial embeddings e(0)

𝑖
are not subject to normalization or neighbor

aggregation. This results in inconsistency in norm scaling between
embeddings at𝑘 = 0 and𝑘 ≥ 1, which should be carefully addressed
when pooling embeddings across layers, as discussed later.
How LightGCN aggregates neighbors.As discussed in Section 2.2,
the effective weight of a neighboring user 𝑢 ∈ N𝑖 is

e(𝑘 )𝑢

/√︁|N𝑢 |.
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Figure 3: LightGCN exhibits inconsistency in norm scal-
ing. The norm of the scaled aggregated embedding
(|N𝑖 |−0.5

∑
𝑢∈N𝑖

|N𝑢 |−0.5e(𝑘 )𝑢 ) tends to be proportional to
√︁
|N𝑖 |

when 𝑘 ≥ 1, but not when 𝑘 = 0. The symbol 𝜌 represents a
Pearson correlation coefficient. More results are in [13].

Interestingly, LightGCN’s norm scaling property (Eq. (5)) leads to a
near-uniform effective weight across neighbors when 𝑘 ≥ 1:e(𝑘 )𝑢

/√︁|N𝑢 | ∝∼
√︁
|N𝑢 |/

√︁
|N𝑢 | = 1.

This near-uniformity, empirically confirmed in Figure 4, is sur-
prising since one might expect that a higher degree neighbor 𝑢
would have less influence due to the term 1/

√︁
|N𝑢 |. However, when

𝑘 ≥ 1, all neighbors, regardless of their degrees, are aggregated with
nearly identical effective weights. This inflexibility implies that
LightGCN may not properly account for the varying importance of
neighbors, which can be crucial for improving recommendations.
In contrast, when 𝑘 = 0, there is no discernible pattern betweene(𝑘 )𝑢

 and √︁|N𝑢 |, and due to the denominator
√︁
|N𝑢 |, the effective

weights tend to decrease with the degree of neighbors.
How LightGCN pools embeddings. LightGCN applies identical
weights to embeddings across layers, meaning it combines embed-
dings at 𝑘 = 0 and 𝑘 ≥ 1 with a fixed weight ratio of 1 : 𝐾 (Eq. (2)).
However, recall the inconsistent norm scaling properties of em-
beddings at 𝑘 = 0 and 𝑘 ≥ 1. This notable disparity indicates that
employing an inflexible ratio in their combination may result in
suboptimal recommendation performance.

3 Proposed Remedy: LightGCN++
Based on our understanding of LightGCN, we present LightGCN++
which retains the core advantages of LightGCN while addressing
its inflexibility and inconsistency encountered in real-world data.
Aggregation. To address the inflexibility in norm scaling and
neighbor weighting of LightGCN, we design LightGCN++’s neigh-
bor aggregation rule as follows:

e(𝑘+1)
𝑖

=
1

|N𝑖 |𝛼
∑︁
𝑢∈N𝑖

1
|N𝑢 |𝛽

e(𝑘 )𝑢e(𝑘 )𝑢

 , (6)

where 𝛼 and 𝛽 are controllable hyperparameters. Compared to
1/
√︁
|N𝑖 | in LightGCN, the left term 1/|N𝑖 |𝛼 offers more flexibility

in norm scaling. Recall that the norm of the unscaled aggregated
embedding is proportional to the number of neighbors, regardless
of the weight of each neighbor (Figure 2). Thus, the norm of the
scaled aggregated embedding is controllable by 𝛼 , i.e., ∥e(𝑘 )

𝑖
∥ ∝∼

|N𝑖 |1−𝛼 for 𝑘 ≥ 1. Each neighbor embedding is normalized before
aggregation, and thus each neighbor 𝑢 is assigned an effective
weight of 1/|N𝑢 |𝛽 . The non-zero term 𝛽 biases the weighting either
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Figure 4: LightGCN exhibits inflexibility in neighbor weight-
ing. The effective weight

e(𝑘 )𝑢

/√︁|N𝑢 | of every neighbor 𝑢
tends to be near-uniform for 𝑘 ≥ 1. More results are in [13].

toward low-degree neighbors (𝛽 > 0) or high-degree neighbors
(𝛽 < 0), addressing the inflexible near-uniform weighting issue in
LightGCN. Moreover, the effective weight remains 1/|N𝑢 |𝛽 for both
𝑘 = 0 and 𝑘 ≥ 1, ensuring consistency across all layers. This flexible
and controllable neighbor weighting allows weight distributions to
be finely customized for a target dataset.
Pooling. To account for the aforementioned inconsistency in norm
scaling between embeddings at 𝑘 = 0 and 𝑘 ≥ 1 (Figure 3), Light-
GCN++ adjusts the layer-wise weights for pooling as follows:

e𝑖 = 𝛾e
(0)
𝑖

+ (1 − 𝛾) 1
𝐾

∑︁𝐾

𝑘=1
e(𝑘 )
𝑖
, (7)

where 𝛾 ∈ [0, 1] is a adjustable hyperparameter. By adaptively
controlling 𝛾 , we aim to better determine the relative importance
of embeddings at each layer. While LightGCN fixes 𝛾 to 1/(𝐾 + 1),
we show in Section 4 that this may not be the optimal choice.
Comparison with LightGCN enhancements.We compare Light-
GCN++ with recent enhancements to LightGCN [26, 28, 35], which
primarily aim to address the inflexibility in norm scaling of Light-
GCN, for example, by introducing 𝛼 in Eq. (6). Commonly, these
methods do not pay attention to the effective weights of neigh-
bors, which can be expressed as

e(𝑘 )𝑢

/|N𝑢 |𝛽 ′ (specifically, AL-
GCN [28] fixes 𝛽′ to 1, AdjNorm [35] constrains 𝛽′ to 1 − 𝛼 , and
SSM-GNN [26] allows flexibility with 𝛽′). Firstly, compared to
the effective weight of 1/|N𝑢 |𝛽 in LightGCN++, which is explicitly
determined by the neighbor popularity |N𝑢 |, the effective weight
of

e(𝑘 )𝑢

/|N𝑢 |𝛽 ′ includes e(𝑘 )𝑢

, which implicitly affects the in-
fluence and thus results in less controllable effective weights. It
is important to note that, ALGCN [28] and AdjNorm [35] exhibit
inflexible near-uniform effective weights, similar to LightGCN, as
shown empirically in [13]. Secondly, the effective weights of all
these methods are inconsistent at layers 𝑘 = 0 and 𝑘 ≥ 1, especially
due to the arbitrary effective weights at 𝑘 = 0. Thirdly, they all
adopt mean pooling of layer-wise embeddings, and thus do not
address the inconsistency in norm scaling between layers at 𝑘 = 0
and 𝑘 ≥ 1. Lastly, and most importantly, all these methods are
outperformed by LightGCN++, which effectively addresses these
limitations, as empirically demonstrated in Section 4.
Complexity AnalysisWe analyze the complexity of LightGCN++.
Since it does not introduce any extra trainable parameters compared
to LightGCN, its 𝑂 ( |V|𝐾𝑑) space complexity remains unchanged.
The time complexity of each phase of LightGCN++ is:

• The time complexity of computing the degree of every node (i.e.,
|N𝑖 |’s and |N𝑢 |’s) is 𝑂 ( |E |).
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Table 1: LightGCN++ consistently and significantly outperforms LightGCN in terms of Recall@20 and NDCG@20. State-of-the-
art methods enhanced with LightGCN++ (i.e., NCL++, SimGCL++, and XSimGCL++) also outperform their counterparts with
LightGCN. For each dataset, the best performance is in bold and the second-best is underlined.

Dataset LastFM MovieLens Gowalla Yelp Amazon
Metric Recall@20 NDCG@20 Recall@20 NDCG@20 Recall@20 NDCG@20 Recall@20 NDCG@20 Recall@20 NDCG@20
BPRMF [20] 0.2014 0.1891 0.2098 0.2692 0.1335 0.1040 0.0367 0.0301 0.0296 0.0223
NeuMF [7] 0.2182 0.2064 0.2167 0.2737 0.1231 0.0991 0.0375 0.0296 0.0236 0.0178
NGCF [21] 0.2334 0.2190 0.2280 0.2894 0.1364 0.1081 0.0462 0.0369 0.0318 0.0236
LR-GCCF [2] 0.1980 0.1919 0.1651 0.2252 0.0967 0.0829 0.0392 0.0322 0.0167 0.0136
HCCF [27] 0.2242 0.2128 0.2198 0.2881 0.1328 0.1152 0.0627 0.0510 0.0338 0.0256
UltraGCN [19] 0.2494 0.2528 0.2551 0.3172 0.1702 0.1408 0.0625 0.0507 0.0367 0.0278
LightGCL [1] 0.2525 0.2428 0.2344 0.2951 0.1703 0.1425 0.0623 0.0506 0.0418 0.0316
ALGCN [28] 0.2408 0.2318 0.2404 0.3050 0.1635 0.1376 0.0538 0.0435 0.0349 0.0259
AdjNorm [35] 0.2532 0.2434 0.2419 0.3054 0.1635 0.1344 0.0554 0.0448 0.0379 0.0282
SSM-GNN [26] 0.2612 0.2523 0.2515 0.3124 0.1639 0.1380 0.0602 0.0491 0.0373 0.0278
LightGCN [6] 0.2523 0.2427 0.2392 0.3010 0.1683 0.1426 0.0553 0.0449 0.0367 0.0274
LightGCN++ 0.2715** 0.2624** 0.2616** 0.3275** 0.1739** 0.1469** 0.0650** 0.0529** 0.0394** 0.0294**
Improvement 7.60% 8.11% 9.36% 8.80% 3.32% 3.01% 17.54% 17.81% 7.35% 7.29%
NCL [16] 0.2548 0.2453 0.2401 0.3027 0.1704 0.1430 0.0584 0.0475 0.0393 0.0293
NCL++ 0.2721** 0.2632** 0.2621** 0.3285** 0.1759** 0.1478** 0.0678** 0.0553** 0.0424** 0.0315**
Improvement 6.78% 7.29% 9.16% 8.52% 1.87% 1.81% 16.09% 16.42% 7.88% 7.50%
SimGCL [33] 0.2602 0.2494 0.2584 0.3217 0.1703 0.1424 0.0650 0.0528 0.0415 0.0314
SimGCL++ 0.2723** 0.2617** 0.2615** 0.3276** 0.1704 0.1431 0.0657** 0.0536** 0.0444** 0.0334**
Improvement 4.65% 4.93% 1.19% 1.83% 0.05% 0.49% 1.07% 1.70% 6.98% 6.36%
XSimGCL [30] 0.2614 0.2508 0.2600 0.3245 0.1678 0.1400 0.0651 0.0528 0.0397 0.0298
XSimGCL++ 0.2738** 0.2638** 0.2613 0.3270* 0.1705** 0.1432** 0.0674** 0.0549** 0.0454** 0.0342**
Improvement 4.74% 5.18% 0.50% 0.77% 1.60% 2.28% 3.53% 3.97% 14.35% 14.76%

Table 2: LightGCN++ enhances recommendation performance across various domains, specifically, bundle, multimedia, and
knowledge graph recommendations, demonstrating its versatility and applicability.

(a) Bundle Recommendation

Dataset Youshu NetEase iFashion

CrossCBR [18] 0.1584 0.0359 0.0778
CrossCBR++ 0.1625** 0.0361 0.0847**
Improv. 2.58% 0.55% 8.88%

(b) Multimedia Recommendation

Dataset Clothing Sports Baby

LATTICE [34] 0.0316 0.0428 0.0364
LATTICE++ 0.0322 0.0463** 0.0402**
Improv. 1.90% 8.18% 10.44%

(c) Knowledge Graph Recommendation

Dataset Yelp Amazon MIND

KGCL [29] 0.0470 0.0737 0.0519
KGCL++ 0.0475 0.0782** 0.0551**
Improv. 1.06% 6.11% 6.17%

• While LightGCN takes 𝑂 ( |E |𝐾𝑑) time for neighborhood aggre-
gation and 𝑂 ( |V|𝐾𝑑) time for layer-wise pooling. LightGCN++
additionally requires embedding normalization at each layer, with
a time complexity of 𝑂 ( |V|𝐾𝑑) in total.

• The time complexity of computing the BPR loss is 𝑂 ( |E |𝑑).

4 Experimental Results
In this section, we review our experiments, whose results support
the effectiveness of LightGCN++.

4.1 Experimental Settings
Datasets. We use five benchmark datasets: LastFM [8], Movie-
Lens [5], Gowalla [3, 14], Yelp [6, 16], and Amazon [6, 16]. Each is
divided into training, validation, and test sets using a ratio of 7:1:2.
Baselines. We evaluate LightGCN++ and various recommender
systems, including state-of-the-artmethods: BPRMF [20], NeuMF [7],
NGCF [21], LR-GCCF [2], HCCF [27], UltraGCN [19], LightGCL [1],
ALGCN [28], AdjNorm [35], SSM-GNN [26], LightGCN [6], NCL [16],
SimGCL [33], and XSimGCL [30]. Specifically, NCL, SimGCL, and
XSimGCL employ LightGCN as their backbone.
Implementations. LightGCN++ is implemented based on the offi-
cial PyTorch source code of LightGCN. The embedding dimension
is set to 64, the batch size is set to 2,048, and the learning rate is set
to 0.001 with a regularization coefficient of 0.0001. We tune 𝛼 , 𝛽 ,

and 𝛾 for each dataset using validation sets. For GNN-based models,
including LightGCN++, we set the number of layers 𝐾 to 2.
Evaluation metrics.Weuse twometrics, NDCG@𝑁 and Recall@𝑁
to evaluate top-𝑁 recommendations. We set 𝑁 to 20, unless other-
wise stated, and results for 𝑁 = 10 and 𝑁 = 40 are in [13]. In each
setting, we conduct ten trials and report the average performance.
Details. Refer to [13] for more detailed experimental settings.

4.2 Experimental Results
We conduct comparative analyses on five datasets to evaluate the
recommendation performance of LightGCN++ and its integration
with state-of-the-art methods. In Tables 1 and 2, * and ** indicates
that 𝑝 < 0.01 and 𝑝 < 0.001, respectively, for a one-tailed t-test.
Accuracy. First, as shown in Table 1, LightGCN++ consistently
and significantly outperforms LightGCN across all datasets. This
indicates that LightGCN++, by effectively addressing the empirical
inflexibility and inconsistency of LightGCN, is capable of yield-
ing more accurate recommendations. Additionally, we evaluate
the performance of state-of-the-art methods that use LightGCN as
their backbone model after replacing it with LightGCN++. They
are named NCL++, SimGCL++, and XSimGCL++. Integrating Light-
GCN++ leads to improved performance for these models across all
datasets. In addition, LightGCN++ and the methods integrate it con-
sistently secure the top two ranks among the compared methods,
demonstrating the effectiveness of LightGCN++.
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Figure 5: LightGCN++ providesmore accurate recommendations for users with varying levels of sparsity, compared to LightGCN.

Table 3: Each design choice in LightGCN++ contributes to its
improved performance (in terms of NDCG@20).

Dataset LastFM MovieLens Gowalla Yelp Amazon
LightGCN 0.2427 0.3010 0.1426 0.0449 0.0274

LightGCNw/o 𝛼
++ 0.2580 0.3275 0.1435 0.0498 0.0291

LightGCNw/o 𝛽
++ 0.2536 0.3275 0.1463 0.0516 0.0280

LightGCNw/o 𝛾
++ 0.2614 0.3217 0.1436 0.0507 0.0282

LightGCN++ 0.2624 0.3275 0.1469 0.0529 0.0294

Versatility.We evaluate LightGCN++ across different recommen-
dation domains: bundle, multimedia, and knowledge graph. By
replacing LightGCN used in CrossCBR [18], LATTICE [34], and
KGCL [29], with LightGCN++, we enhance them to CrossCBR++,
LATTICE++, and KGCL++. As shown in Table 2, LightGCN++ en-
hances the performance of these models in their respective domains,
demonstrating the versatility and applicability of LightGCN++. Fur-
thermore, following [1], we classify users into five groups (G1 to
G5) based on their degrees. Each group has the same degree sum,
with G1 representing users with the highest degrees and G5 repre-
senting those with the lowest. As shown in Figure 5, LightGCN++
consistently outperforms LightGCN across all user groups. This
indicates that LightGCN++ is proficient at recommending items to
users with varying levels of interactions.
Effectiveness. To verify the effectiveness of each design choice of
LightGCN++, we assess the performance of the following variants:

• LightGCNw/o 𝛼
++ uses a fixed value of 𝛼 = 0.5 in Eq. (6), i.e.,

without flexible embedding norm scaling.
• LightGCNw/o 𝛽

++ uses a fixed value of 𝛽 = 0 in Eq. (6), i.e., without
flexible neighbor weighting.

• LightGCNw/o 𝛾
++ uses a fixed value of 𝛾 = 1/(𝐾 + 1), i.e., mean-

pooling, without flexible layer-wise embedding pooling.

As shown in Table 3, LightGCN++ outperforms all its variants,
confirming the efficacy of LightGCN++’s design choices.
Parameter analysis. We examine the influence of the control-
lable hyperparameters 𝛼 , 𝛽 , and 𝛾 on the performance of Light-
GCN++. In Figure 6, we evaluate the performance of LightGCN++
for 𝛼 ∈ {0.0, 0.1, · · · , 1.0}, 𝛽 ∈ {−0.25,−0.2, · · · , 0.25}, and 𝛾 ∈
{0.0, 0.1, · · · 1.0}. Our observations indicate that the impact of the
values of 𝛼 , 𝛽 , and 𝛾 varies across datasets, and thus their flexible
and proper adjustment is crucial for improved recommendation. In
[13], we offer more results and potential rationales for the chosen
hyperparameters in relation to the graph structure.
Speed.We evaluate the speed of LightGCN++. As shown in Table 4,
LightGCN++ is marginally slower than LightGCN, with an increase
in runtime ranging from 0.08% to 5.29%, as we can expect from our
complexity analysis in Section 3. 1
1Experiments were conducted on a computer with RTX 3090Ti GPUs.
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Figure 6: The controllable hyperparameters 𝛼 , 𝛽 , and 𝛾 have
varying impacts on different datasets, indicating the impor-
tance of their flexible and adaptive adjustment.

Table 4: Runtime (in seconds) of LightGCN and LightGCN++
per epoch. LightGCN++ is marginally slower than LightGCN.

Dataset LightGCN LightGCN++ Increase
LastFM 0.9137 0.9345 2.27 %
MovieLens 10.0144 10.0232 0.08 %
Gowalla 13.2507 13.3094 0.44 %
Yelp 21.2809 22.0242 3.49 %
Amazon 46.2871 48.7372 5.29 %

5 Conclusions
In this paper, we conduct an in-depth analysis of LightGCN. Our
analysis reveals that, contrary to expectations based on its math-
ematical formulation, LightGCN suffers from notable inflexibility
and inconsistency when applied to real-world data. In response,
we develop LightGCN++, a remedy that incorporates flexible ad-
justments in embedding norm scaling, neighbor weighting, and
layer-wise pooling. Through extensive experiments, we demon-
strate that LightGCN++ significantly outperforms LightGCN and
enhances LightGCN-based models across multiple domains.
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