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Problem definition

 Inputs

User-item interaction information

Multimedia contents (e.g., image and text information)

Output: the predicted preference values of the user-item pairs

Background: Multimedia Recommendation

Text information
(Product description)

Image information
(Product image)

https://www.amazon.com/
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Conceptual view of existing work

Background: Multimedia Recommendation (cont’d)

Agg.

BPR Loss

…

…

…

…

User emb.

Item emb.

Preference

Pre-trained emb.
w.r.t textual

Pre-trained emb.
w.r.t visual

RNN

CNN

Text
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Recent studies designed an attention mechanism to capture the influence
of each modality on the interactions between users and items

However, none of these methods capture the individual influence of each
modality at the interaction level

Motivation 1: Influence of Each Modality at the Interaction Level

Influence of each modality 
may differ across interactions!
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Pre-trained embeddings of items per modality reflect their modality-
specific properties that cannot be captured by interaction information

Motivation 2: Preservation of Items’ Modality-Specific Properties

(a) Visual Modality (b) Textual Modality (c) Interaction Modality

Even for the same item pair, the similarities in their visual,
textual, and interaction modality differ significantly!
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Existing works learn the final item embeddings to be similar to the
embeddings of users who interact with the items

We observe that such learning procedures of existing works fail to
preserve such modality-specific properties in the final item embeddings

Visual modality

(a) MMGCN [ACM MM’19] (b) LATTICE [ACM MM’21]

Motivation 2: Preservation of Items’ Modality-Specific Properties
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 Textual modality

Motivation 2: Preservation of Items’ Modality-Specific Properties

(a) MMGCN [ACM MM’19] (b) LATTICE [ACM MM’21]

Final item embeddings of existing multimedia recommender
systems significantly lose the intrinsic modality-specific properties!
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Our ideas

 (I1) To consider the influence of each modality on each interaction

 (I2) To obtain item embeddings that preserve the intrinsic modality-
specific properties

We propose MARIO (Modality-aware Attention and modality-pReservIng
decOders) for accurate multimedia recommendation

 (C1) Encoders based on interaction and multimodal information

 (C2) A predictor based on attention networks

 (C3) Decoders for modality preservation

 (C4) Training based on BPR loss and modality preservation (MP) loss

Proposed Method: MARIO
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We obtain the visual and textual-modality embeddings of each item 𝒗𝒋

To this end, we encode its pre-trained embeddings from visual and
textual modalities into embeddings of the same dimensionality

(C1) Encoders

𝐯𝒋
𝑽

𝐯𝒋
𝑻

ത𝐯𝒋
𝑽

ത𝐯𝒋
𝑻Modality emb.

w.r.t textual

Modality emb.
w.r.t visual

Pre-trained emb.
w.r.t textual

Pre-trained emb.
w.r.t visual

…

…

𝐖𝑽

𝐖𝑻 …

…
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We obtain the embedding of each user 𝒖𝒊 and the interaction-modality
embedding of each item 𝒗𝒋 by employing any CF method

This design choice makes any CF methods be easily applied to MARIO to
utilize items’ multimodal features

(C1) Encoders (cont’d)

𝐯𝒋

CF Method

…

…

Item emb.

…

…

𝐮𝒊 𝐮𝒊User emb. User emb.

Modality emb.
w.r.t interaction ത𝐯𝒋

𝑰𝑵
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We identify the influence of each modality 𝒎 on each interaction
between 𝒖𝒊 and 𝒗𝒋 based on a modality-aware attention mechansim

(C2) A Predictor

Modality-aware Attention

Query

Keys & Values

…

…

…

…

𝐮𝒊User emb.

ത𝐯𝒋
𝑰𝑵Modality emb.

w.r.t interaction

ത𝐯𝒋
𝑽Modality emb.

w.r.t visual

ത𝐯𝒋
𝑻Modality emb.

w.r.t textual

ഥ𝒂𝒊𝒋
𝑰𝑵

ഥ𝒂𝒊𝒋
𝑽

ഥ𝒂𝒊𝒋
𝑻

ഥ𝒂𝒊𝒋
𝒎 =

𝐞𝐱𝐩(𝒂𝒊𝒋
𝒎)

σ𝒎∈𝑴 𝐞𝐱𝐩(𝒂𝒊𝒋
𝒎)

,

where 𝒂𝒊𝒋
𝒎 =

𝐮𝒊⊙ ത𝐯𝒋
𝒎

𝒅
and𝑴 = 𝑽, 𝑻, 𝑰𝑵
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We obtain each item 𝒗𝒋’s personalized embedding w.r.t each user 𝒖𝒊
by fusing 𝒗𝒋’s modality embeddings based on their influence

(C2) A Predictor (cont’d)

…

…

…

…

𝐮𝒊User emb.

ത𝐯𝒋
𝑰𝑵Modality emb.

w.r.t interaction

ത𝐯𝒋
𝑽Modality emb.

w.r.t visual

ത𝐯𝒋
𝑻Modality emb.

w.r.t textual

ഥ𝒂𝒊𝒋
𝑰𝑵

ഥ𝒂𝒊𝒋
𝑽

ഥ𝒂𝒊𝒋
𝑻

𝐯𝒊𝒋 =
𝒎∈𝑴

ഥ𝒂𝒊𝒋
𝒎 ത𝐯𝒋

𝒎

×

×

×

+
𝐯𝒊𝒋Personalized emb.

…
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We predict each user 𝒖𝒊’s preference on each item 𝒗𝒋 and recommend

the most preferred top-N items to 𝒖𝒊

(C2) A Predictor (cont’d)

…

…

…

…

𝐮𝒊User emb.

ത𝐯𝒋
𝑰𝑵Modality emb.

w.r.t interaction

ത𝐯𝒋
𝑽Modality emb.

w.r.t visual

ത𝐯𝒋
𝑻Modality emb.

w.r.t textual

ഥ𝒂𝒊𝒋
𝑰𝑵

ഥ𝒂𝒊𝒋
𝑽

ഥ𝒂𝒊𝒋
𝑻

ො𝒓𝒊𝒋 = 𝐮𝒊⊙𝐯𝒊𝒋

×

×

×

+
𝐯𝒊𝒋Personalized emb.

…

Preference ො𝒓𝒊𝒋
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We reconstruct the item 𝒗𝒋’s pre-trained embeddings by decoding the

modality embeddings obtained in (C1)

The recovered-feature embeddings will be used to preserve 𝒗𝒋 ’s

modality-specific properties in the learning process of MARIO

(C3) Decoders for Modality Preservation

ഥ𝐖𝑽

ഥ𝐖𝑻

ത𝐯𝒋
𝑽

ത𝐯𝒋
𝑻Modality emb.

w.r.t textual

Modality emb.
w.r.t visual

…

…

𝐯𝒋
𝑽

𝐯𝒋
𝑻Recovered-feature

emb. w.r.t textual

Recovered-feature
emb. w.r.t visual

…

…
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We learn each user 𝒖𝒊 s embedding 𝐮𝒊 and each item 𝒗𝒋 s modality

embeddings ത𝐯𝒋
𝑰𝑵, ത𝐯𝒋

𝑽, ത𝐯𝒋
𝑻

Bayesian personalized ranking (BPR) loss

(C4) Training

𝒖𝒊 s preference ො𝒓𝒊𝒋 on the interacted item 𝒗𝒋 is likely to be higher than

𝒖𝒊 s preference ො𝒓𝒊𝒑 on a (randomly-sampled) non-interacted item 𝒗𝒑

ℒ𝑩𝑷𝑹 = −
𝒖𝒊∈𝑼


𝒗𝒋∈𝑵𝒊


𝒗𝒑∈𝑵𝒊\𝑰

𝐥𝐧𝝈(ො𝒓𝒊𝒋 − ො𝒓𝒊𝒑)
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Modality preservation (MP) loss

(C4) Training (cont’d)

≈

𝐯𝒋
𝑻Pre-trained emb.

w.r.t textual

…

𝐯𝒋
𝑻Recovered-feature

emb. w.r.t textual

…≈

𝐯𝒋
𝑽Pre-trained emb.

w.r.t visual

…

𝐯𝒋
𝑽Recovered-feature

emb. w.r.t visual

…

Aim to minimize the difference between 𝒗𝒋’s recovered-feature

embedding 𝐯𝒋
𝑽/ 𝐯𝒋

𝑻 and 𝒗𝒋’s pre-trained embedding 𝐯𝒋
𝑽/ 𝐯𝒋

𝑻

ℒ𝑴𝑷 =
𝒎∈𝑴\𝑰𝑵


𝒗𝒋∈𝑰


𝒇=𝟏

𝒅𝒎
𝐯𝒋
𝒎(𝒇) − 𝐯𝒋

𝒎(𝒇)
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Final loss

 By jointly optimizing the two losses, MARIO fully utilizes rich modality-
specific semantics in addition to user-item interaction information

(C4) Training (cont’d)

ℒ = ℒ𝑩𝑷𝑹 + 𝝁ℒ𝑴𝑷
Hyperparameter to control

the balance between 𝓛𝑩𝑷𝑹 and 𝓛𝑴𝑷
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Datasets

Seven competitors

 Three CF methods (i.e., using collaborative information only)

BPRMF [UAI’09]

 Four state-of-the-art multimedia recommender systems

MAML [ACM MM’19]

GRCN [ACM MM’20]

Evaluation metrics: NDCG, Recall, Precision @ 10/20

Experimental Settings

MMGCN [ACM MM’19]

LATTICE [ACM MM’21]

NGCF [ACM SIGIR’19] LightGCN [ACM SIGIR’20]
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RO1: Does MARIO provide more-accurate top-N recommendation than
state-of-the-art multimedia recommender systems?

RQ2: Does equipping MARIO with different CF methods consistently
improve their accuracies?

RQ3: Are the modality-aware attention networks of MARIO effective for
multimedia recommendation?

RQ4: Does the MP loss of MARIO help modality preservation and
accurate multimedia recommendation?

Questions to Be Answered
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Comparison with state-of-the-art multimedia recommender systems

 Top-10
Results

Results for RQ1

−: out-of-memory
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Comparison with state-of-the-art multimedia recommender systems

 Top-20
Results

Results for RQ1 (cont’d)

−: out-of-memory
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Effectiveness of MARIOs equipped with three CF methods

Results for RQ2
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Effectiveness of our attention network (Clothing dataset)

MARIO consistently outperforms MARIO𝑚𝑒𝑎𝑛, MARIO𝑚𝑎𝑥, and MARIO𝑓𝑐

 It is most effective to use the proposed attention mechanism to
aggregate all modality embeddings of items

By considering the individual influence of each modality at the
interaction level

Results for RQ3
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Effectiveness of our MP loss in terms of modality preservation
(Clothing dataset)

 The smaller the differences are, the better the modality-specific 
properties are preserved

 The MP loss affects modality preservation more for high-degree items
than for low-degree items

MARIO is most effective in preserving the intrinsic modality-specific
properties

Results for RQ4
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Effectiveness of our MP loss in terms of recommendation accuracy
(Clothing dataset)

Accuracy of MARIO is always the worst when μ = 0

 Preserving the modality-specific properties is also effective in improving
the accuracy of multimedia recommendation

Results for RQ4 (cont’d)

ℒ = ℒ𝑩𝑷𝑹 + 𝝁ℒ𝑴𝑷
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 (Observation) We pointed out that existing multimedia recommender 
systems face difficulties in

 Capturing the individual influence of each modality at interaction level

 Exploiting the intrinsic modality-specific properties of items

 (Framework Design) We proposed MARIO based on modality-aware 
attention and modality-preserving decoders

 (Extensive Evaluation) We demonstrated that MARIO

Outperforms its seven competitors on four real-life datasets

 Preserves the intrinsic properties of item modalities better

Conclusions
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Appendix
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 (1) Obtaining the final item embeddings from the existing multimedia 
recommender systems (e.g., MMGCN and LATTICE)

Procedure of Density Function

…

Final item emb.

Existing
Work

Pre-trained emb.
w.r.t textual

Pre-trained emb.
w.r.t visual

…

…
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 (2) For each item, computing the cosine similarity with every other item 
by using their final embeddings obtained by each method (𝒇-similarities)

 (3) For each item, computing the cosine similarity with every other item 
by using their pre-trained embeddings (𝒑-similarities) per modality

Procedure of Density Function (cont’d)

…

Final item emb.

…

Final item emb.

[0.3,  0.4,    . . .,     0.7]

Items

Pre-trained emb.
w.r.t textual

…

Pre-trained emb.
w.r.t textual

…

[0.2,  0.4,    . . .,     0.1]

Items
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 (4) For each item, computing the differences between 𝒇-similarity and 𝒑-
similarity with every other item per modality

 (5) For each item, computing the average difference of 𝒇-similarity and 
those of 𝒑-similarity with every other item per modality

Procedure of Density Function (cont’d)

Textual:           𝒂𝒃𝒔([0.3,  0.4,    . . .,     0.7] - [0.2,  0.4,    . . .,     0.1])

Visual:           𝒂𝒃𝒔([0.3,  0.4,    . . .,     0.7] - [0.1,  0.8,    . . .,     0.9])

Textual:           𝒂𝒗𝒈([0.1,  0.0,    . . .,     0.6])

Visual:           𝒂𝒗𝒈([0.2,  0.4,    . . .,     0.2])
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The effects of exploiting all the item modalities (Clothing dataset)

MARIO consistently achieves the best accuracy when it exploits all the 
item modalities

Other Experiment Result


