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Higher-Order Interactions are Everywhere

 [Example 1] Social media group chatting

LINE UM team (4) [F]

’ suhee

a
 lets do this its been way Al ;
to long since we were all LI ConiiBg; afier younexy,
. together! Jason 12:17 P
NOS

‘. # Jason

12:17 AM

YES! | got the day off! Say ‘. suhee
when and where? Py %
/ Let's go to lunch early today.

) )
Hows about Old Town at 4? I'm so hungry | can't
we can get some grub “~ and concentrate anymore. 12:19 PM

then head over to the venue.

blankboy
Gina Then, let's go out to eat
Yeah getting the band something. 12:20 PM
Re:

back together! &
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Higher-Order Interactions are Everywhere (cont.)

« [Example 2] Co-authorship of researchers
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Higher-Order Interactions are Everywhere (cont.)

 [Example 3] Co-purchasing of items

NEW ORDER #45790: 1 x Nike Air...

Success Actions ¥

m My Shop orders o Today 6:08 PM

TO SUMMARIZE:

suecess

Today 6:05 PM

Walmart

aimaZzon
N

Next order check 26 second(s)
(pause check) (Check now)

NEW ORDER #45789: 2 x adidas

Superstar..
Today 3:33 PM Success Actions v
sed b
NEW ORDER #45789: 2 x adidas
Superstar.
Today 3:30 PM Success Actions

Sueeess

Yesterday 5:03 PM
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Higher-Order Interactions are Everywhere (cont.)

 [Example 4] Interactions of proteins

@ Pﬁzer

AstraZeneca%

Johnson&dJohnson
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Hypergraphs Model Higher-Order Interactions (cont.)

« Higher-order interactions are widely modeled using hypergraphs.

* A hypergraph consists of a node set and a hyperedge set.

‘H written by rp%,%'
‘H written by (%'%"%\
‘H written by f%l%l%"%\

Co-Authorship
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Hypergraphs Model Higher-Order Interactions (cont.)

« Higher-order interactions are widely modeled using hypergraphs.

* A hypergraph consists of a node set and a hyperedge set.

‘H written by '%'
X Node set
8 witenby A b T
vy 202 HHH
written by (BYCD

Hyperedge set
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Hypergraphs Model Higher-Order Interactions (cont.)

« Higher-order interactions are widely modeled using hypergraphs.

* A hypergraph consists of a node set and a hyperedge set.
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Machine Learning Tasks on Hypergraphs

* There are various machine learning tasks on hypergraphs.

« The first example is a node classification task.

'2' [Nodes] Social media users

[Hyperedge] A set of users involved
in the same group chatting

Social media hypergraph
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Machine Learning Tasks on Hypergraphs (cont.)

* There are various machine learning tasks on hypergraphs.

« The first example is a node classification task.

Supporting
Football Club B

Supporting
Football Club A

Unknown

Which club does each user support?
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Machine Learning Tasks on Hypergraphs (cont.)

* There are various machine learning tasks on hypergraphs.

The node classification task formalizes this user profiling.

« The first example is a node classification task.
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Machine Learning Tasks on Hypergraphs (cont.)

* There are various machine learning tasks on hypergraphs.

« The second example is a hyperedge prediction task.

é‘ [INodes] Metabolites
[Hyperedge] A set of metabolites
involved in the same chemical
reaction.

Metabolic reaction hypergraph
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Machine Learning Tasks on Hypergraphs (cont.)

* There are various machine learning tasks on hypergraphs.

« The second example is a hyperedge prediction task.

Would these three metabolites
Metabolic reaction hypergraph

react together?
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Machine Learning Tasks on Hypergraphs (cont.)

* There are various machine learning tasks on hypergraphs.

« The second example is a hyperedge prediction task.

o o o This hype.redge
Q would exist.
o o o This hyperedge
would not exist.

The hyperedge prediction task formalizes this reaction prediction.
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Machine Learning Tasks on Hypergraphs (cont.)

* There are various machine learning tasks on hypergraphs.

* More examples include anomaly detection, ranking, and alignment.
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Hypergraph Neural Network (HNN)

« Hypergraph neural networks (HNNs) are family of neural networks for

learning hypergraphs to solve diverse downstream tasks.

Hypergraph neural
Hypergraph and network (HNN) Node (and hyperedge)
node features embeddings

* Note: Hyperedge features can also given as the input.
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Hypergraph Neural Network (cont.)

« Hypergraph neural networks (HNNs) are state-of-the-art models for many

hypergraph downstream tasks.

Hypergraph Node Classification Leader Board
Dataset: DBLP Dataset: House

1. HNN 1. HNN 1. HNN
2. 6NN 2. SVM 2. 6NN
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Why Hypergraph Neural Networks?

« For hypergraph learning, we can also use graph neural networks:

Hypergraph
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Why Hypergraph Neural Networks? (cont.)

« For hypergraph learning, we can also use graph neural networks:

- [Step 1] Express higher-order interactions with a pairwise graph.

Hypergraph Pairwise graph
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Why Hypergraph Neural Networks? (cont.)

« For hypergraph learning, we can also use graph neural networks:

- [Step 2] Utilize graph neural networks (GNN) on the pairwise graph.

Hypergraph Pairwise graph
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Why Hypergraph Neural Networks? (cont.)

« However, expressing higher-order interactions with a pairwise graph may

cause an information loss [Zhou et al., 2006].

Resulting in the

same structure.

Zhou et al., Learning with hypergraphs: Clustering, Classification, and Embedding, NeurlPS 2006
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Why Hypergraph Neural Networks? (cont.)

« This information loss can result in a significant performance degradation.

Cora-CA dataset

Test accuracy
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Walmart dataset

GNN models
HNN models

GCN (GNN) GAT (GNN)  UniGCNII (HNN) AllSet (HNN)

Node classification performance on hypergraph benchmark datasets

* Results are from [Chien et al., 2022].

Chien et al., A Multiset Function Framework for Hypergraph Neural Networks, ICLR 2022
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Tutorial Overview

* In this tutorial, we provide an overview of how hypergraph neural networks

are designed, trained, and practically utilized.

Design choice Training strategy Application
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Tutorial Overview (cont.)

« The remaining part of our tutorial is divided into the five parts.

We are now

v

Part 1. Part 2. Part 3. Part 4. Part 5. Part 6.
Introduction |Inputs Message Training Applications Discussion
Passing Strategies
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Tutorial Overview (cont.)

- [Part 2] We cover inputs of hypergraph neural networks.
« 2.1. How are hypergraph structures expressed?

« 2.2. What input node and hyperedge features are typically used?

Hypergraph Node and hyperedge
structure features
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Tutorial Overview (cont.)

- [Part 3] We cover message passing of hypergraph neural networks.
« 3.1. Whose messages to aggregate
« 3.2. What messages to aggregate

« 3.3. How to aggregate messages
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Tutorial Overview (cont.)

- [Part 4] We cover training strategies of hypergraph neural networks.
« 4.1. Task-agnostic training

« 4.2. Task-targeted training
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Tutorial Overview (cont.)

- [Part 5] We cover practical applications of hypergraph neural networks.
« 5.1. Recommender system
« 5.2. Bioinformatics and medical science
« 5.3. Time series analysis

 5.4. Computer vision

4 N D
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Tutorial Overview (cont.)

- [Part 6] We cover discussions regarding hypergraph neural networks.
« 6.1. Hypergraph neural network theory
« 6.2. Advantages of hypergraph neural networks

* 6.3. Hypergraph neural networks for complex hypergraphs

GNNs
Transformers HNNs
MLPs
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