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Group Interactions are Everywhere

* Ex 1: Collaboration among researchers, e.g., co-authorship

Hypercore decomposition for non-fragile hyperedges:
. concepts, algorithms, observations, and applications =. Microsoft
| | Academic Graph

|Fanchen Bu' - Geon Lee? - Kijung Shin'?
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_______________________________________________________________________________

Datasets, tasks, and training methods for large-scale jytarpiay between topology and edge weights in real-world
 hypergraph learning - - |

. graphs: concepts, patterns, and an algorithm

Sunwoo Kim"' - Dongjin Lee? - Yul Kim? - Jungho Park® - Tacho Hwang? - iIFanchen Bu' - Shinhwan Kang? - Kijung Shin'2 -
1 Kijung Shin'~? e ________ !
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Group Interactions are Everywhere (cont.)

* Ex 2: Communication among a group, e.g., emails, online group chats

F. Bu, G. Lee, and K. Shin

L]
[ ]
T 3:48 PM -
i‘.o #culture - Q
&2 8 &1 W3
1 Kiné Camara 12:55 P
No! It was my pleasure! People are very

excited.

E. Jason Stewart 2:14 P
What are our policies in regards to pets in the

office? I'm assuming it's a no-go, but thought |
would ask here just to make sure what was
the case.

Acme Culture Meeting 2:15 P
Event starting in 15 minutes:

Culture Weekly Meeting
Today from 2:30 PM to 3:00 PM

a Johnny Rodgers 2:18 P
shared a post

Building Policies & Procedures

= Last edited 2 months ago

Jason Stewart 2:22 P11

Thanks Johnny!
Message #culture <"
@ % @ Send
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Wil FBE = 3:20 PM

{ Back  Elizabeth's Birthday > . [

We should invite her book club! |
They would have tons of ideas.

Great idea! I'll email them a link
to this chat so we can plan

Ooh I'm excited! £ £

Let's talk about who's
bringing what

:I[.". )

A'S DFGHJ KL

4 Z X CVBNM &

122 @ O space return

BRITISH

(ce] Digital team QQQ 5

Gary
All ok for the meeting

tomorrow?

Justin
Yeah, see you then.

Gary
Have you both done your
reports btw?

You

Will finish in the AM. A

Gary
On my desk by 7am, mate :)

You left the group
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Group Interactions are Everywhere (cont.)

* Ex 3: Co-purchases of items on Ecommerce platforms

Orders Open Orders Digital Orders Cancelled Orders

ORDER PLACED ORDER # 002-3316565-7682042
April 30, 1999 Order Details Invoice

Windows NT File System Internals : A Developer's Guide
Rajeev Nagar

+
l x reSS Sold by: Amazon.com Services, Inc
$39.96

‘ Buy it again

iy s The Codebreakers; The Comprehensive History of Secret Communication from Ancient
CODE- Times to the Internet
Bws David Kahn

Sold by: Amazon.com Services, Inc

$45.50

DAVID KANN

‘ Buy it again

TR ART OF The Art of Systems Architecting (Systems Engineering Series)
R Eberhardt Rechtin, Mark W. Maier
Sold by: Amazon.com Services, Inc

$59.95

‘ Buy it again

Applied Cryptography : Protocols, Algorithms, and Source Code in C
Bruce Schneier

Sold by: Amazon.com Services, Inc

$75.00

‘ Buy it again ‘
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Hypergraphs: A Good Model for Group Interactions

* Q: How can we represent real-world group interactions?

* Hypergraphs model group interactions among individuals or objects
* Each hyperedge is a subset of any number of nodes

* Each hyperedge indicates a group interaction among its members
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Hypergraphs: A Good Model for Group Interactions

* Q: How can we represent real-world group interactions?

* Hypergraphs model group interactions among individuals or objects
* Each hyperedge is a subset of any number of nodes

* Each hyperedge indicates a group interaction among its members

Authors Publications Hyperedge
(Nodes) (Hyperedges)

Jure Leskovec (L) Austin Benson (B) e,: (L, K, F) KDD'05

Jon Kleinberg (K) David Gleich (G) e,: (L, H, K) WWW’10

Hao Yin (Y) Timos Sellis (S) e;: (Y, B, G, L) KDD’'17

Christos Faloutsos (F)  Nick Roussopoulos (R) | | e,: (S, R, F) VLDB’87

Daniel Huttenlocher (H)
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Applications
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Important and useful k-cores

* The k-core C,,(G) of a graph G is the maximum subgraph of G such
that each node in C, (G) is incident to > k edges

* In (pairwise) graphs, each edge e = (v, v,) consists of a pair of nodes, v,
and v,, and we say both v; and v, are incident to this edge e

* The number of edges that a node v is incident to is also called the degree of v

* It is maximum in the sense that no node or edge can be added into the k-
core while still satisfying the conditions
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Important and useful k-cores

* The k-core C,,(G) of a graph G is the maximum subgraph of G such
that each node in C, (G) is incident to > k edges

* In (pairwise) graphs, each edge e = (v, v,) consists of a pair of nodes, v,
and v,, and we say both v; and v, are incident to this edge e

* The number of edges that a node v is incident to is also called the degree of v

* It is maximum in the sense that no node or edge can be added into the k-
core while still satisfying the conditions

(k = 4)-core
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Important and useful k-cores

* The k-core C,,(G) of a graph G is the maximum subgraph of G such
that each node in C, (G) is incident to > k edges

* We can obtain the k-core by keeping removing nodes violating the conditions
* Whenever a node is removed, all its incident edges are removed too

LAYERS OF

4

A
\

WE FOUND THE CORE!
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Important and useful k-cores

* The k-core C,,(G) of a graph G is the maximum subgraph of G such
that each node in C, (G) is incident to > k edges

* Applications: community detection, anomaly detection, network
visualization, important-node identification, ...
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Hypercores: k-cores in hypergraphs

* Q: How can we generalize k-cores in hypergraphs?

* The k-core C;,(G) of a graph G is the maximum subgraph of G such
that each node in C, (G) is incident to > k edges

* The k-hypercore C;,,(H) of a hypergraph H is the max. subhypergraph
of H such that each node in C;,(H) is incident to = k hyperedges

* Q: What kind of subhypergraphs should we allow?

090
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Hypercores: k-cores in hypergraphs

* The k-hypercore C,,(H) of a hypergraph H is the max. subhypergraph
of H such that each node in C;,(H) is incident to = k hyperedges

* Q: What kind of subhypergraphs should be allowed in k-hypercores?
* Simply removing some of the hyperedges?
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Hypercores: k-cores in hypergraphs

* The k-hypercore C,,(H) of a hypergraph H is the max. subhypergraph
of H such that each node in C;,(H) is incident to = k hyperedges

* Q: What kind of subhypergraphs should be allowed in k-hypercores?
 What if we remove some of the nodes from a hyperedge”
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Hypercores: k-cores in hypergraphs

* The k-hypercore C,,(H) of a hypergraph H is the max. subhypergraph
of H such that each node in C;,(H) is incident to = k hyperedges

* Q: What kind of subhypergraphs should be allowed in k-hypercores?

* How many nodes are allowed to leave a hyperedge?
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A Naive Definition with Fragile Hyperedges

* Hyperedges are fragile, with every member indispensable

* A hyperedge is kept only if all the constituent nodes remain
e But this is NOT realistic!
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Real-World Groups are Not Fragile

 Many real-world groups still remain valid even if some members leave

Pay only this seller

Seller worldofbooks08

© To complete your order, go to checkout and update your shipping address.

Discrete I‘u!athemlatics (Modular Qty1 GBP 9999
iscrete Mathematios Series) by Chetwynd,... (US $125.53
athematics Good
 Chuomyod &P Digge LAST ONE

Save for \atel-Remove

Pay only. this seller

-

AL '
/ . . . . .
. Mixed Methods Social Network Analysis
Be the PBGSO" Someone Theories and Methodologies av| 1~ | US $236.91
Brand New Economy Shipping Free shipping

has left the group chat
FOI‘ tT‘e day- Seller books--etc Pay only this seller
‘ & | GBP 934

Introduction to Giraph Theory - [
R Y= Qty‘ 1~ |

INT&O&«K‘!IO&F"!O
X THE'gRY 9780486678702 US 1173
2 i/ Brand New ( -73)
AN v AT CBRI4:49

AN - ALy A
v A!"‘.._i".g International Priority + GBP19.32
JRESIS, Shipping (US $24.26)
Richard

L rudeau
Save for \atel-Remove
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Definition: (k, t)-Hypercores

* Given a hypergraph H = (V, E), a positive integer k, and t € [0, 1]
* The (k, t)-hypercore Cy, .(H) of H, is the maximum subhypergraph of

H such that
* Each node in Cy, (H) is incident to > k hyperedges
* Each hyperedge in Cy, (H) contains = t proportion of the original
constituent nodes (and at least two nodes)

* Example: t = 3/4
Original
N

o
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Related Concepts: t-Hypercoreness & k-Fraction

* The t-hypercoreness c;(v) of a node v is the maximum k™ such that
visin the (k*, t)-hypercore

* The k-fraction f;, (v) of a node v is the maximum t* such that v is in
the (k,t*)-hypercore

* Example: Different (k, t)-hypercore structures with different t values

t-hypercoreness: @ 3 @ 2 @ 1

PN S

t <2/5 2/5<t<4/7 47 <t <5/7
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Computation Algorithms: Find the Core

* Peeling: We repeatedly remove nodes and hyperedges violating the
conditions, until the conditions are satisfied

* Time complexity: Linear to the total size of the input hypergraph
* Specifically, 0(X.ck |e])

LAYERS OF e
/. Continental Crust

f*(

et
\
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Computation Algorithms: Example (t = 1)

e Example: how we obtain a (k, t)-hypercore

(k =1,t = 1)-hypercore
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Computation Algorithms: Example (t = 1)

e Example: how we obtain a (k, t)-hypercore
* Each node should be incident to = k hyperedges

* Each hyperedge should contain = t proportion of the original constituent
nodes (and at least two nodes)
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Computation Algorithms: Example (t = 1/2)

e Example: how we obtain a (k, t)-hypercore

(k=1,t = 1/2)-hypercore
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Real-World Hypergraph Datasets

* Datasets: 14 real-world hypergraphs from 6 different domains
« # nodes: 143 — 2.3M ‘ BE oA ¢
* # hyperedges: 1,047 — 8.6M o

Q$ =

° ~NJ —

* Source: https://www.cs.cornell.edu/~arb/data/
Dataset V] [ E] max. /ave. d(v) max. /avg. |e|
coauth-DBLP 1,831,126 2,169,663 846 / 4.06 25 / 3.42 ° C h . C - h h I p
coauth-Geology 1,087,111 908,516 716 / 3.21 25 / 3.84 oa Ut * O a Ut O rS I
NDC-classes 1,149 1,047 221 [ 5.57 24 / 6.11 . | C d
NDC-substances 3,438 6,264 578 / 14.51 25 / 7.96 ¢ N Dc: N at I O n a D ru g O e
contact-high 327 7,818 148 / 55.63 5 /233
contact-primary 242 12,704 261 / 126.98 5/ 242 L Tags and th reads a re COI |ected
cmail-Enron 143 1,457 116 / 31.43 18 / 3.00 . .
cmail-Fu 979 24,399 910 / 86.93 25 / 3.49 fro m d Iffe re nt S u b_SIteS O n a n
tags-ubuntu 3,021 145,053 12,930 / 164.56 5/ 3.43 | Q & A | f
tags-math 1,627 169,259 13,919 / 363.80 5/ 3.50 oniline p atrorm
tags-SO 19,945 5,517,054 520,468 [ 427.77 5/ 3.87 h t t ] / / t k h /
threads-ubuntu 90,054 115,987 2,170 / 2.97 14/ 2.31 pS : S a C eXC a nge : CO m
threads-math 153,806 535,323 11,358 / 9.08 21 / 2.61
threads-S0O 2,321,751 8,589,420 34,925 / 9.75 25 / 2.64
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https://www.cs.cornell.edu/~arb/data/
https://stackexchange.com/

Real-World Hypergraph Datasets

* Datasets: 14 real-world hypergraphs from 6 different domains

* #nodes: 143 — 2.3M ‘ EE oA o

* # hyperedges: 1,047 — 8.6M N |
* Source: https://www.cs.cornell.edu/~arb/data/ - ':‘ =
EEINETENLTEESI - Coauth: Co-authorship
coauth Researchers Publications e« NDC: National Drug Code
NDC Classes/Substances Drugs

o * Tags and threads are collected

contact  People Communications _ )

. . . from different sub-sites on an
email Senders/Receivers Emails ]

. online Q&A platform

tags Tags Questions X . o R /
threads  Users Threads ttps.//stac €XCNange.com
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Observation 1: Domain-Based Patterns of Hypercore Sizes

* Observation: Real-world hypergraphs in the same domain have
similar patterns of hypercore sizes with different k and t values

* Color of each pixel: The normalized size of the (k, t)-hypercore
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Observation 1: Pairwise Distance

* We define a distance metric to compare the patterns of hypercore
sizes between different hypergrpahs, which can be interpreted as the
average pixel-level difference between the plots in the previous page
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Observation 2: Heavy-Tailed Hypercoreness Distributions

* Observation: In real-world hypergraphs, t-hypercoreness follows
heavy-tailed distributions regardless of t. In some datasets, the t-
hypercoreness strongly follows a power law.

* Left: Red colors indicates heavy-tailed distributions
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Observation 2: Heavy-Tailed Hypercoreness Distributions

* Observation: In real-world hypergraphs, t-hypercoreness follows
heavy-tailed distributions regardless of t. In some datasets, the t-
hypercoreness strongly follows a power law.
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Observation 2: Heavy-Tailed Hypercoreness Distributions

* Observation: In real-world hypergraphs, t-hypercoreness follows
heavy-tailed distributions regardless of t. In some datasets, the t-

hypercoreness strongly follows a power law.

* Right: Red dashed lines are reference power-law fitting lines
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* Observation: In real-world hypergraphs, t-hypercoreness follows
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Observation 3: t-Hypercoreness is Different

* Observation: t-Hypercoreness is statistically different from other
existing centrality measures

* Meaning: t-Hypercoreness can provide unique insights of a hypergraph

* Observation: Even for the same hypergraph, with varying t values,
the t-hypercoreness can be statistically different from each other

* Meaning: Using different t values can provide us different insights

‘I AM DIFFERENT!
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Application 1: Influential-Node Identification

* Spoiler: In real-world hypergraphs, t-hypercoreness with a proper t
value identifies influential nodes well

* Set-up: We use a widely-used epidemic model, the SIR model
* Asingle initially infected node
* Infected nodes can infect susceptible nodes in the same hyperedge
* Infected nodes have some probability to recover (and become immune)
* The process terminates with only susceptible and recovered nodes

S i i
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Application 1: Influential-Node Identification

* Spoiler: In real-world hypergraphs, t-hypercoreness with a proper t
value identifies influential nodes well

* Influence: We measure the influence of each node v as the number
of ever-infected nodes when v is the initially infected node
* Ever-infected nodes: the nodes in the recovered state in the end
* The influence of each node is measured by simulations
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Application 1: Results

* Metric: For each considered measure, we compute the Pearson’s r
between the values of the measure and the influences of the nodes

* The higher Pearson’s r, the better

* Result summary: t-Hypercoreness with a proper t usually has high

correlation with the influences of nodes
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Application 1: Results

* Dataset: email-Eu
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Application 2: Dense Substructure Discovery

* Spoiler: (k, t)-Hypercores can be used to efficiently and effectively
find dense substructures

* Set-up: We consider a vertex cover problem

* Given: A hypergraph H, # nodes to choose k., and the cover threshold ¢,
* Aim to: Choose k. nodes to maximize # covered hyperedges
* A hyperedge is covered if = t. proportion of its constituent nodes are chosen

 Considered methods:

* t.-Hypercoreness: The k. nodes with the highest t.-hypercoreness
* Degree: The k. nodes with the highest degree
* Greedy: Greedily increases the number of covered hyperedges
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Application 2: Results

* We vary k. from 10 to 100 and vary t,. € {0.6,0.7, 0.8}
* The performance of the degree method is used as the reference one

* Result summary: Overall, t.-hypercoreness outperforms the other
two methods, i.e., covers more hyperedges

* Below are the results averaged over all the datasets
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Application 3: Hypergraph Vulnerability Detection

* TL;DR: The concept of (k, t)-hypercores can be used to detect
vulnerability in hypergraphs

* We consider an optimization problem on hypergraphs using the
concept of (k, t)-hypercores

* We aim to remove a small number of nodes from a given hypergraph
so that the size of a (k, t)-hypercore is minimized

* Such nodes are vulnerable nodes in the hypergraph
* We can pay attention to and protect such nodes in real-world applications
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Conclusions

 Our contributions are summarized as follows:

v'Novel concepts generalizing k-cores to hypergraphs, with
v'Theoretical properties and practical computational algorithms
v'Various observations utilizing the proposed concepts

v Extensive applications showing the usefulness of the proposed concepts

O Code: bit.ly/hypercore code
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